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Introduction

 Nearest Neighbor Search (NNS)

 Given a query point q, NNS returns 

the points closest (most similar) to q

in the database.

 Underlying many machine learning, 

and information retrieval, problems. 

 In the era of big data, traditional NNS methods faces the 

challenge of slow retrieval speed and expensive storage.  
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Introduction

 Hashing Methods

 similarity relationship preserved

binary codes representation

 advantages

 fast query speed

 low storage cost

 Actually, data is usually collected in a stream fashion. Batch 

learning is inefficient.
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Introduction

 Online Hashing

 it learns hash functions in an online scenario

 several issues to be address

 performance is not satisfying

 ignore the existing data

 updating scheme is inefficient

 discrete optimization is still an open issue
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Introduction

 LEMON: a novel Label EMbedding ONline hashing method

 label embedding

 online learning

 efficient discrete optimization
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 Notations (at t-th round):

 feature matrix of m-th modality

 new data with nt instances

 old data with                     instances

 label matrix

 label matrix of new data

 label matrix of old data

 unified binary codes

 binary codes of new data

 binary codes of old data

Method
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 Label Embedding

 binary codes should preserve the semantic similarity

 labels could be reconstructed from binary codes

 jointly considering above functions

Method –Hash codes learning
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 Online Learning

 define a block similarity matrix

 keep     unchanged and only update 

 solve update-imbalance problem

Method –Hash codes learning
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 Efficient Discrete Optimization

 alternatively and iteratively update

 auxiliary variables       

 e.g.,

Method –Hash codes learning
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 Hash Mapping: linear regression

 Online Learning: 

 Efficient Optimization

 auxiliary variables        and

 Out-of-Sample: 

Method –Hash functions learning
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 Step-1: hash codes learning

 Step-2: hash functions learning

 Out-of-Sample: 

 Retrieval: 

Method-A summary
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Experiments

 Datasets

 MIRFlickr-25K

 IAPR TC-12

 NUS-WIDE

 Compared Methods

 offline methods: SCM-seq, DCH, LCMFH, SCRATCH, DLFH

 online methods: OCMH, OLSH

 Evaluation Metrics

 Mean Average Precision (MAP), and Training Time

MIRFlickr-25K
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Experiments

 The MAP results of all methods on MIRFlickr-25K
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Experiments

 The MAP results of all methods on IAPR TC-12
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Experiments

 The MAP results of all methods on NUS-WIDE
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 Training time (log2 seconds) and efficiency on MIRFlickr-25K

 For more results, please refer to our paper.

Experiments
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Conclusion and Future work

 A novel label embedding online hashing method, i.e., LEMON.

 capturing the semantic structure by label embedding

 performing online learning via a block similarity matrix

 efficient and discrete optimization

 Future Work

 deep-to-deep

 semi-supervised
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